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Figure 1: Sketch decomposition of the newsLens interface. News articles are composed into news stories (left). A story can be
viewed at multiple levels-of-detail: a story name, an overall summary, an outline, and a detail view (center). The detail view
is organized in parallel threads, which can be explored independently (right). This example is a simplified version manually
curated from the newsLens interface for the purpose of making it understandable for this paper.

ABSTRACT
Many news articles are part of larger news stories that un-
fold over a period of time. Detecting these news stories, and
presenting them to news readers is appealing, as it allows the
reader to access the story’s history freely, and see coverage
of different sources on the same issues. It is however a tech-
nical challenge, as accumulating many news articles creates
a large volume of potentially redundant content. We propose
two principles, multiple levels-of-detail and threading, that
form the basis of the newsLens interface, a text-centric intel-
ligent interface to navigate complex news stories. We outline
the principles with example use cases, and the paired techni-
cal challenges that arise when organizing large amounts of
textual data.

1 INTRODUCTION
In September 2018, Reuters produced one news article every 7
minutes: news is produced continuously and relentlessly, as it
is intended to relate in real-time the unfolding of our society.
But news articles are not all isolated from each other, and it
is common for some news articles to be updates, revisions
of previously published articles. News articles can therefore

form chains in time. We call these groups of news articles
that relate to the same subject news stories. News stories can
span several days (the release of the new Star Wars movie),
several weeks (the murder of journalist Khashoggi), and even
several years (MH370 plane disappearance).

The chain of news articles making a news story is enriched
by the presence of many news sources covering the same
stories, each adding perspective, expertise and providing a
lens to see the story through.
This leads to complex news stories being composed of

hundreds or thousands of news articles, even when only
considering about 20 reputed news sources. For example, the
news story about the Khashoggi murder contains 1200 news
articles from 20 news sources, in 20 days of coverage. Reading
all the article contents is not possible for a human, and yet
each article can introduce new witnesses, experts, evidence,
etc. The objective of newsLens is to help humans nav-
igate complex news stories, when there is too much
content to be read exhaustively.
Our challenge is to build an interface that helps news

readers navigate the textual content of many news articles,
by organizing and helping users what content to read. We
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Figure 2: User Interfaces to help users navigate complex
news stories[4, 8, 11]. The interfaces are not text-centric, and
a user must exit the interface to access news article content.

present two principles we believe are important to organize
the volume of content:

• Each story is organized into multiple levels-of-detail
that correspond to different news reading objectives,

• The content is organized into parallel threads, to allow
readers to select which content to explore.

In particular, we present the algorithms, and principles we
follow to keep our algorithms transparent. A live demo of
our system is available at: https://newslens.berkeley.edu

2 RELATEDWORK
Other research projects have attempted to build user inter-
faces to present complex news stories, made of underlying
collections of news articles.

In the MetroMap project[11]1, groups of articles are fil-
tered based on an initial text query and timeframe (Israel
in 2009-2010). The news articles are organized into threads
which can partially overlap. The resulting organization is
presented as a "Metro map" visualization, whose x-axis rep-
resents time, and has the different threads (metro lines) un-
folding on the y-axis. The text on a metro map is limited to
headlines and keywords that identify each thread.
The Leadline interface[4] uses topic modelling to group

news articles into stories, extracts and organizes the entities
in each story. Visualizations are created for each story: a
timeline based on volume on content over time, entity graphs,
maps of places mentioned, and word clouds of keywords in
the story.When interactingwith the visual elements, the user
obtains headlines of news articles, which can be followed to
the article contents.
Unfiltered.news[8] is a project from the Jigsaw group at

Google which presents world news on a map visualization.
A user can choose a topic (such as Education), and see how
the topic is discussed at certain times in different countries.
Upon selection of a topic, the map is updated to show related
entities and terms, and news articles that are the source of
the visualization are made accessible to the user.

Projects by the Txt2Vis group, such as the Contextifier[7]
or NewsViews[5] propose to use text from groups of news
articles to produce or personalize visualizations. The visual-
izations can then be displayed alongside a news article.
In each of the projects presented, news articles are orga-

nized into story collections, but the interfaces don’t allow
the user to directly navigate the content of news articles:
the interfaces are not text-centric, and the only way to ac-
cess textual data (sentences) is to open external articles. The
newsLens challenge is to build an interface which helps a
news reader directly navigate the wealth of textual content
in a news story, in an organized way.

3 NEWSLENS PRINCIPLES
We propose to build a text-centric interface to help users
read complex news stories. The objective of the interface is
to help the news reader navigate intelligently the content in
the collection of news articles that make the story. This is
challenging for several reasons:
(1) Not all the content can be shown to the user, and an

algorithm is in charge of choosing a priority order
in which to show paragraphs and sentences in. Some
important facts might not be shown to the user if they
are not ranked highly, which is a bias in the algorithm.

(2) Because several news sources are discussing the same
facts, there can be redundant reporting, and the algo-
rithm must take that into account to avoid showing

1A live demo is available at: http://metromaps.stanford.edu/
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redundant content to the user several times, without
dismissing relevant, similar updates.

(3) When extracting content from a news article, and pre-
senting it independently, it is out of context, and can
be misunderstood. For example, when pulling quotes
by an actor in a story and presenting it separated from
the article it is a part of.

(4) When presenting any content, it is important to keep
a trace of the origin of content, as it was written by a
journalist, for a news organization. The trace can be
used to credit the content in the interface, and give
access to original content. Keeping a trace of content
origin is challenging with algorithms that combine and
modify content, such as summarization algorithms.

Because of these challenges, many projects described in
the RelatedWork Section do not directly give access to article
content in their interface. They use the content to produce
aggregate metadata (such as extracting keywords, entities,
locations, events), and redirect the user to original news
articles for the content.
We propose to tackle the challenge of building a text-

centric news exploration interface by leveraging two prin-
ciples: representing a story at multiple levels-of-detail, and
building a story into multiple parallel threads. Our interface
operates at the paragraph level: articles are split into para-
graphs, and our challenge, is to organize, order and present
the paragraphs to a news reader.

Multiple Levels-of-Detail
In order to attenuate the problem of dealing with a vast
amount of text, we propose to represent the story as a hierar-
chical set of levels-of-detail. Each level of detail corresponds
to an expected amount of content, and an expected read-time.
We believe this to be particularly relevant in the context of
news as readers might have different levels of interest in
stories and can leverage an interface that explicitly allows
them to choose a level-of-detail. We list the levels-of-detail
we believe are relevant for news stories, with each we deter-
mine an expected read-time, outline an example use case of
the level, and present related algorithmic challenges.

Level 0: Name of a story. We define the name of a story to be
a noun phrase, which identifies the story at an abstract level.
This name is intended to be an anchor the human uses to
remember and access the story, and discuss with other news
readers. In this paper, we’ve referred to stories using their
names: Khashoggi Killing, Brazil Election, etc.

Expected read time: < 10 seconds
Example use case: Jane wakes up in the morning, and

wants to spend a few minutes seeing what the main news
stories are for the day. She goes to an interface where she
is presented with a list of top news story names, and learns

that the Chipotle E. Coli outbreak is an important story this
morning. She decides she will tryutn to the story later.

Technical challenge: The field of labeling, and naming
a story is challenging. It can be seen as similar to generating
interpretable topic names in topic modeling. We describe the
algorithm we use in Laban and Hearst [9].

Level 1: Overall story summary. Once a user knows the name
of a story, the next step in the detail hierarchy is an overall
story summary. The overall story summary is analogous
to the first paragraph of a Wikipedia page, or lead section.
According to the Wikipedia Manual of Style for the Lead
section[12]:

The lead should stand on its own as a concise
overview of the article’s topic. It should iden-
tify the topic, establish context, explain why the
topic is notable, and summarize most important
points, including any prominent controversies.

We adopt this definition for the overall story summary and
choose to limit its length to 50 words, or about 4 sentences.

Expected read time: < 2 minutes
Example use case: Jane is now on the metro, commuting

to work, and she wants to know more about the “Chipotle E.
Coli Outbreak” updates. Particularly, she wants to know the
number of affected and the regions affected by the outbreak.

Technical challenge: The field of summarization is well
established inNLP.We choose to use extractive summarization[10],
as it is compatible with our transparency objective (we dis-
play source links below the summary), such as in Figure 3.

Level 2: Story chronology. A story chronology is the a table
of content of the news story. It is a chronological account
of all major events and updates in the news story. We first
use time-series analysis to determine the key moments in
the story (bursts in amount of content) to partition the story
into sections.
Within each section, articles are grouped into highlights,

which represent one major event in the chronology of the
story. Each highlight is represented in the chronology by a
simple sentence. A simple sentence is a subject-verb-object
sentence that is derived from a headline in the highlight. We
propose to simplify sentences to avoid redundancy in the
outline. For example, the sentence

Chipotle reopens 43 restaurants after E. coli all-
clear

is simplified to: Chipotle reopens 43 restaurants.
Expected read time: < 5 minutes
Example use case: Jane is reading about the “Chipotle E.

Coli outbreak” news story, the outline, shown in Figure 3,
gives quick access to the timeline of restaurants where the
outbreak occurred, the CDC investigation, the closing and
reopening of restaurants, etc.

3



Figure 3: TheChipotle E. Coli Outbreak viewed throughmultiple levels-of-detail. The story name (level 0) and overall summary
(level 1) are on the left, the story chronology (level 2) in the center, and the detailed event view (level 3) for Dec 09 is on the
right. Terms in bold in the detailed view correspond to anchors of each thread.

Technical challenge: Partitioning a story into chrono-
logically and semantically coherent sub-parts is a common
challenge. We use a paraphrasing detector (common NLP
task) to detect when headlines are about the same event to
build highlights, and sentence simplification of headlines is
a studied field as well.

Level 3: Detailed event view. The story chronology is only
meant as an overview of major events in the story, it is a
table of content of the story. Using this table of content, the
user can access all the content around a given event, and
explore it in a structured way. The detailed event view is
organized into 2 sections: first an event summary is presented
to the reader, which offers details specific to the event.

The second part of the detailed view is the thread section,
which presents to the user several parallel paths of content
the user can choose to read about, based on interest. Follow-
ing the metaphor of a play, if the sections are the Acts of
a play, the threads are scenes within the acts: each thread
involves specific actors, locations and objects.
For example, when an industrial disaster occurs (such

as the Chipotle outbreak), one thread might focus on Wit-
ness accounts, which would involve affected people, and
their relatives. Another thread could be about lawsuits that
followed, which would involve lawyers, plaintiffs, compensa-
tion amounts. Finally a final thread could be a political con-
versation about food safety standards, which would involve
politicians, food safety scholars, and FDA representatives.
The threads are considered optional, in-depth content of

the story. Based on interest, a user can choose which threads
to spend time on and which to skip.

Expected read time: Variable, based on user interest.
Example use case: On the ouline, Jane notices that stu-

dents at Boston College were affected around December 9th.
Jane has friends in the Boston College, so she opens the detail
event view around that time, and navigates the thread about
student victims, to understand the chance that any of her
friends were affected.

Technical challenge: Organizing the content into coher-
ent threads is an open research problem, which can be seen
as similar to the problem of topic modelling. The next section
defines threads in a news context, outlines an algorithm to
compute them, and proposes a thread navigation interface.

Threading of content
As explained in the Levels-of-Detail section, threads are part
of the last level of detail of a story, where the user gets to
actively choose what content to navigate based on interest.
We first define the threads, then propose an algorithm to
compute threads in a news setting, and showcase how the
threads can be explored in our user interface.

Definition of a thread. In theater, the transition into a new
scene is marked by the entrance or exit of a new character,
a change of location, or both. Similarly in news, a thread is
created upon the appearance of a new important actor or
location in the news story. The thread is then composed of
actions and statements made by the actors interacting with
the new element.

This concept is similar to narrative anchors[3] in narrative
theory, where a piece of content is defined by the narrative
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space it is projected on. In news, the narrative space is the
entrance of a new important actor.

Threads are similar to topic modelling[1], but there are key
differences. First of all, topic modelling makes a bag of word
assumption (all words are judged equal), whereas a thread
must be composed actors, locations, and objects. Secondly, a
thread is characterized by some of its actors being anchors
that must be new to the story.
In short, a thread is defined by a set of entering actors in

a news story, and the content that involves them.

How to compute the threads. We assume that each news ar-
ticle can cover several threads, by addressing each one in a
sequential manner. This assumption is similar to TextTiling
[6]. For instance in the Chipotle E. Coli outbreak story, an
article could be composed in the following way: first a 2 para-
graphs talk about findings of E. Coli in a new state, followed
by 3 paragraphs introducing and interviewing two witnesses
from that state. Following this, the article can have 2 para-
graphs about the ongoing CDC investigation, interviewing
a CDC spokesperson. The article can conclude with public
statements made by Chipotle in 2 concluding paragraphs.
Leveraging this assumption, we propose a simple algo-

rithm to compute threads:

(1) First determine the narrative anchors of the story. Al-
though this is a challenging problem, our initial ap-
proach is to select a narrative actor corresponding to
a person, organization, location or phrase that enters
the story at a given point in time. In the Chipotle story,
the CDC is a narrative anchor.

(2) When a narrative anchor occurs in a paragraph, it is
likely (although not always the case) that other terms
in the paragraph are in a thread with the narrative
anchor. For example, when the CDC is mentioned, the
term "investigation", and the entity "Shiga toxin E. Coli
O26", which the CDC was investigating. Build a co-
occurrence count of terms to narrative anchors.

(3) Cluster the narrative anchorswith frequently co-occurring
terms and actors, which forms the basis of the thread.

(4) Assign paragraphs to threads when they match a nar-
rative anchor and some of the basis terms in the thread.
Some paragraphsmight not be attributed to any thread,
and some can be attributed to several.

Navigating a thread. A thread is made of one or several narra-
tive anchors, involved actors and terms (that form the basis),
which are represented by a set of paragraphs from news ar-
ticles. To introduce the thread to the user, a single sentence
is chosen which contains one of the narrative anchors of the
thread. Upon interest, the user can open the thread and see
the basis of the thread: terms, actors and locations mentioned
in the thread. The user can then click on each element of the

basis, which will append a paragraph to the thread involving
that element. Below each paragraph, a link to the article can
be used by a user wanting more information.

4 CONCLUSION
We have described the interaction framework for newsLens,
our attempt at building a text-centric interface to navigate
complex news stories. The two principles we rely on to or-
ganize large volumes of text content are organization into
multiple levels-of-detail, and threading of content.
We are in the process of deploying our system on thou-

sands of large news stories. In the future, we want to pro-
pose methods to evaluate effectiveness of our algorithms and
principles. We believe quality of the multiple levels-of-detail
should be tested in user studies, establishing the value of
each level of detail, given a limited amount of time, whereas
thread quality can be studied computationally, following
work on topic modelling interpretability.[2]
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